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A B S T R A C T 
 
In music information retrieval (MIR), emotion-based classification is a complex and challenging task 

for researchers. In modern-day information technology, understanding music emotions through human-

computer interaction plays a vital role in capturing the attention of both researchers and the music 

industry. This paper presents a learning algorithm by adopting the decision tree, random forest, k-

nearest neighbors, multi-layer perceptron (MLP), long short-term memory (LSTM) neural network, 

convolutional neural networks (CNNs), and CNN-LSTM hybrid deep learning approaches with relevant 

feature extraction techniques. Many researchers have performed emotion recognition in music for 

different languages such as English, Chinese, Spanish, Turkish, Hindi, etc. However, languages like 

Assamese have drawn very little attention in the research of music emotion recognition (MER). This 

work aims to perform a novel approach to emotion recognition in Assamese songs. In this study, a newly 

created Assamese dataset of 200 song samples is used with four different emotions and another dataset 

used is the RAVDESS emotional song database which consists of 1012 song samples with six different 

music emotions. Relevant features such as mel-frequency cepstrum coefficients (MFCC), mel 

spectrogram, and chroma features are extracted from the song samples to investigate the performance 

of the proposed method. A comparative analysis using different classifiers is carried out and the findings 

of this study suggest that the CNN-LSTM model has shown better accuracy with both datasets. The 

accuracy is 85.00% with the Assamese dataset, and with the RAVDESS dataset, the accuracy is 89.66% 

compared to the other classifiers used in this work. 

 
 

© 2024 by the authors.   Licensee CRIBFB, USA. This open-access article is distributed under the 
terms and conditions of the Creative Commons Attribution (CC BY) license 
(http://creativecommons.org/licenses/by/4.0).  

            

 

INTRODUCTION 

Emotion is a state of feeling that reflects the conscious mental reaction based on an event, a situation, or a set of 

circumstances, accompanied by physiological and behavioral changes in the body (Domínguez-Jiménez et al., 2020).  Music 

emotion recognition (MER) is one of the important subfields of music information retrieval (MIR) that has grown over the 

last few years to enhance human-machine interaction (HMI). The emotion recognition task in music has many applications, 

such as music recommender systems, automated playlist generation, music therapy, mental health monitoring, and so on 

(Hizlisoy et al., 2021; Modran et al., 2023). With enormous song generating every day on the internet and offline digital 

music, the task of organizing and retrieving information from such music becomes quite challenging. Thus, music emotion 

recognition is an emerging area of research with several issues that need to be dealt with, such as emotion labelling, selection 

of appropriate feature extraction techniques, and classification algorithm.  

Traditional music retrieval methods of retrieving music information are widely used based on classification tags 

such as artists' names, song names, and album names. However, these traditional methods are considered insufficient to 

meet people's demand for advanced and personalized music recommendations. As a result, new approaches have been 

needed to enhance the music retrieval experience, and therefore, many music websites have introduced music 

recommendation services. In recent years, various listening platforms have provided song recommendation services for 

different moods by analysing users' preferences and listening history (Jitendra & Radhika, 2021). 

In MER, one of the researchers' challenges is dealing with copyrighted audio data. The datasets available in various 

studies have restrictions in the modification and distribution of the audio material. Researchers may be unable to share the 
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dataset due to legal constraints, which may restrict other researchers from accessing the same data for further research. 

Researchers may consider the annotations and metadata obtained from social music websites to evaluate MER algorithms. 

Moreover, the quality and reliability of annotation from such sources may vary (Aljanaki et al., 2017). 

A self-built Assamese database consisting of 4-emotions is used in the proposed work. Assamese is a regional 

language from North-Eastern India, primarily spoken in the state of Assam. This work on emotion recognition in Assamese 

not only addresses a significant research gap but also contributes to both academic knowledge and cultural preservation. 

The proposed work also uses a RAVDESS emotional song database consisting of 6 emotions. Many researchers have 

performed their work using RAVDESS speech databases (Christy et al., 2020; Farooq et al., 2020), but to our best 

knowledge, the publications still need to address the RAVDESS song database using a deep-learning approach. This work 

focuses on selecting appropriate machine learning algorithms; therefore, a CNN-LSTM (Agga et al., 2022) deep learning 

approach is used for music emotion recognition. 

The remaining part of the paper is structured as follows: Literature reviews have been discussed in section 2. The 

materials and methods including feature extraction and classification has been discussed in section 3. Section 4 presents the 

results and discussions. Section 5 concludes the paper with some possible future directions. 

 

LITERATURE REVIEW 

For the analysis of emotion recognition, an annotated emotional database is necessary. Among the various approaches for 

labeling emotions in music, mainly the categorical (Panda et al., 2015) and dimensional (Er & Esin, 2021; X. Liu et al., 

2017) approaches can be found in research papers related to music emotion recognition. In the categorical approach, 

emotions are identifying by giving labels to music excerpts such as happy, sad, angry, fearful, relaxed etc. (Patra et al., 

2016). Hevner’s affective ring model (Er & Esin, 2021; Patra et al., 2018) is one of the popular models in emotion research 

with 8 groups of emotions. In the dimensional approach, emotion is represented with dimensional space. (Russell, 1980) 

proposed a 2D general model of affection that consists of valence and arousal as the primary dimensions (Delbouys et al., 

2018; Weninger et al., 2014). Panda et al. (2020) adopted Russell’s emotion quadrant to evaluate the performance of their 

work for music emotion recognition by creating a public dataset of 900 audio clips. 

Distinguishing relevant features is essential for recognizing music's emotion. Zhang et al. (2016) used a random 

forest classifier with four emotions: happy, sad, fear, and relaxed. Music audio signals are extracted using mel-frequency 

cepstrum coefficients (MFCC), RMS energy, zero-crossing rate (ZCR), and fundamental frequency F0. The model tested 

with an emotional APM music database and the classification accuracy has shown to be 83.29%. Panda et al. (2015) have 

shown the classification of emotional state in audio music based on both standard (253) and melodic (98) audio features. It 

is evident from their experiment that melodic features perform better than the standard audio features. Patra et al. (2018) 

use acoustic features (Deng & Leung, 2012; Kaya et al., 2020), such as rhythm, timbre, and intensity, to classify various 

moods of Hindi and Western songs. Masood et al. (2016) use spectral features such as root mean square energy, brightness, 

roughness, spectral roll-off, skewness, and flatness for singer identification in Hindi songs. RMSE (root mean square error), 

MAE (mean absolute error), and R2 (square coefficient) are used by Yang (2021) in music emotion recognition using neural 

network technology. 

Nowadays, machine learning and deep learning approaches are used by many researchers to recognize music 

emotions in a dataset. Deep learning architectures achieve excellent results along with some suitable feature extraction 

techniques. A deep learning method of one-dimensional residual convolutional neural network (1D CNN) with the inception 

gate recurrent unit (GRU) has been proposed by Han et al. (2023). They experimented on the Soundtrack dataset and 

observed that the proposed model performs effectively in emotion detection and classification tasks in music with an 

accuracy of 84%. Hizlisoy et al. (2021) adopted a new Turkish emotional music database with a duration of 30 seconds 

each, classified using the long short-term memory (LSTM) and deep neural network (DNN) that has shown 99.19% 

accuracy. The performance of LSTM+DNN is compared with KNN, SVM, and random forest classifiers. X. Liu et al. (2017) 

proposed a MER method using a deep convolutional neural network (Aziz, 2020). and performed the experiment on the 

standard CAL500 and CAL500exp datasets. Additional effort on extracting specific features is optional in their model as it 

is included in the training procedure of the CNN model. He and Ferguson (2022) adopted VA model to experiment using 

Bidirectional LSTM model to predict emotion for the music excerpt. 

Aljanaki et al. (2017) developed a new music dataset, MediaEval Database for Emotional Analysis in Music 

(DEAM), one of the most extensive datasets of dynamic annotation consisting of 1,802 excerpts. De Benito-Gorron et al. 

(2019) used the Google AudioSet dataset for speech and music event detection, classified using convolutional and LSTM 

recurrent networks that have produced an accuracy of 85%. A database AMG1608 created by Chen et al. (2015) contains 

1,608 songs annotated by 665 subjects and represents the emotion in valence and arousal. Soleymani et al. (2013) also 

collected a large emotional database that consisted of 1000 song samples. MoodSwing dataset, developed by Schmidt et al. 

(2010), contains 240 segments of US pop songs, each lasting 15 seconds. The dataset is annotated with valence-arousal 

(VA) annotations per second. SVM, KNN, and ANN classifiers are used by Er and Esin (2021) to test their model on a new 

4-class Turkish music dataset for music emotion recognition.  

 

MATERIALS AND METHODS 

The architecture adopted for the proposed MER has been depicted in Figure 1. 
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Figure 1.  MER block diagram of the proposed model 

  

The song databases used in our work are as follows: 

 

RAVDESS Song Database: The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) database is 

used to illustrate the study. The RAVDESS database consists of both emotional speech and song samples. It consists of 24 

professional actors (12 male and 12 female) and is recorded in a North American accent. Song samples contain six emotions: 

happy, sad, angry, calm, fearful, and neutral (no song file of actor 18). Our work uses the RAVDESS song database 

comprising 1012 song samples (Livingstone & Russo, 2018). 

Calm, happy, sad, angry, and fearful emotions were recorded with two levels of expression: strong and normal, 

except for the neutral emotion. Neutral emotion was recorded in normal expression only. Each sentence sample had two 

repetitions (Livingstone & Russo, 2018).  

 

Assamese Song Database: In the proposed work, a newly created Assamese song database is used, collected from five 

well-known singers of Assam. Based on selecting songs with different emotions, pre-processing is performed using 

Audacity software, where different emotions in the lyrics are considered and separate the singer's voice from the 

instrumental part. The dataset contains 200 song samples with both male and female singers, and each input audio sample 

is 5 seconds long.  The samples contain four emotions namely calm, happy, neutral, and sad. Table 1 indicates the types of 

emotions with their properties. 

 

Table 1. Types of emotions and their properties 

 

Emotion Description/ Properties      Signal 

 

Happy 

 

The pitch value is high. 

 
 

Sad 

 

The pitch value is low. 
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Angry 

 

High-intensity value. 

 
 

Calm 

 

Audio with calm remains 

uniform 

 
 

Neutral 

 

Audio without any emotion is 

neutral. 

 
 

Fearful 

 

Fear is considered as a 

negative emotion. Not easy to 

detect. 

 
 

Feature Extraction 

MFCC: MFCCs are a popular and effective analytical tool used in the music analysis domain. The computation of MFCC 

mainly involves the following operations: pre-emphasis, framing, windowing, FFT, mel filter bank, and DCT. In the initial 

steps, the music signal is divided into short frames and then fast Fourier transform is applied to each frame. A Bank of filters 

is applied to the DFT/FFT spectrum and then converted to log mel spectrum. In the final step, discrete cosine transform 

(DCT) is used to calculate MFCCs from the log mel spectrum (Christy et al., 2020). Frequency f hertz can be converted to 

Mel scale by using equation (1). 
 

M(f) =1125 ln(1 + f ∕700) ------------------------- (1) 

 

In this work, a total of forty MFCC coefficients are used. The process of extraction of MFCCs is depicted in Figure 2. 

 

 
Figure 2. MFCC block diagram 
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Mel Spectrogram: The Mel spectrogram contains a short-time Fourier transform (STFT), which converts each frame from 

frequency scale to logarithmic Mel-scale. The audio signals are passed through a bank of filters to get the Mel spectrogram 

(Zhou et al., 2021). In this work, we considered 128 mel features. 

 

Chroma Feature: Chroma feature or chromatogram is a powerful tool in music audio analysis. Also referred to as pitch 

class profiles, pitches can often be classified into twelve classes. Each octave incorporated with 12 semitones or chroma, a 

feature vector of length 12 is obtained (Ellis & Poliner, 2007; Murthy et al., 2018). In this work, twelve chroma features are 

considered.  

 

Feature Selection 

Feature selection is the process of choosing the relevant features from the extracted features according to certain evaluation 

criterion. This is necessary to improve the recognition accuracy of the learning algorithm.  

 

Classification Methods 

Decision Tree: The decision tree is one of the widely used machine learning techniques for supervised classification where 

predictions are made by considering each feature in the dataset. The entire dataset is visualized as a tree with nodes in the 

decision tree algorithm. From the node point, the tree splits according to the value of some specific dataset feature (Zuber 

& Vidhya, 2022). First, we need to select the best attribute or feature from the entire features list of the dataset for the root 

node and sub-nodes. After the selection of the best feature, the dataset is divided into smaller subsets and the leaf node of a 

class constitutes the decision (Christy et al., 2020). 

 

K-nearest Neighbors: K-nearest neighbor is a relatively simple classification algorithm. In this approach, all the data points 

are plotted in space, and to classify a new song, the system will observe its k-nearest points in space and decide by comparing 

the new song with the other songs in the training dataset (Jamdar et al., 2015). In KNN, K is known as the nearest neighbor. 

The algorithm is known as the nearest neighbors algorithm when the value of K is equal to 1. In this approach, selecting the 

optimal value of K is quite challenging. The process is repeated for different values of K to find its optimal value. 

 

Random Forest: Random forest is a supervised machine learning algorithm with many decision trees. It acts as ensemble 

learning by using which complex problems can be solved by combining many classifiers. The algorithm establishes output 

based on the outcomes of the decision trees. The results are determined by considering the mean or average of the outcomes 

from various trees. Since the random forest is a collection of decision trees, increasing the number of trees gives better 

results and can reduce the issue of overfitting in the decision tree. Thus the algorithm is more accurate than the decision tree 

algorithm. This algorithm can also handle missing data (Christy et al., 2020; Murthy et al., 2018). 

 

Multi-Layer Perceptron (MLP): MLP is a feedforward ANN consisting of three main layers of nodes: input, hidden, and 

output. Usually, MLPs are applied to supervised learning problems (Bhatkar & Kharat, 2015). The backpropagation 

algorithm is used to train the network to build a higher value at the output, representing the appropriate class as output, and 

all other values are low (Iversen et al., 2006).  

 

Long Short-Term Memory (LSTM): LSTM network is a modified version of recurrent neural networks (RNNs). It can 

handle the problem of vanishing gradient problem faced by traditional RNNs (H. Liu et al., 2018). The LSTM network 

architecture consists of three gates; the first gate is called forget gate, the second is called the input gate, the third is the 

output gate, and the memory unit is known as cell. The memory cell is the core of the LSTM network.  LSTM, just like a 

RNN, also has a hidden state known as short-term memory and the cell state is known as long-term memory. The first gate 

can keep the useful information coming from the previous time and forget the useless information. In the input gate, the cell 

tries to quantify the importance of new information. In the output gate, the cell passes the latest updated information to the 

next timestamp (H. Liu et al., 2018; Qing & Niu, 2018). In Bidirectional LSTM, the output is generated by a forward and 

backward layer. This work creates an LSTM model with two Bidirectional LSTM layers. The first layer has a parameter 

return sequences which is set to zero to get all the hidden state. 'Relu' activation function is used with this layer. It is followed 

by another Bidirectional LSTM layer with 100 neurons. 

 

Convolutional Neural Networks: Convolutional neural networks (CNN) are one of the most popular algorithms in the 

field of deep learning. CNN can be applied in speech, audio, image, and video processing. CNN combines three layers: 

convolutional layers, pooling layers, and fully connected layers (Mustaqeem & Kwon, 2019).  The first convolutional layer 

has some filters to apply to input and extracts features from the data matrix. The pooling layer is used to reduce or down-

sample the data matrix. Different pooling operations used in CNNs are max pooling, min pooling, mean pooling and average 

pooling. The last component of CNN architecture is the fully connected (FC) layer. The final pooling layer output is flattened 

and fed to the fully connected layer.  This layer is used for extracting features and then fed to a suitable classifier like 

'softmax'.    

In our model, we have been using a 1D convolution layer to deal with audio signals. Initially, we chose 64 numbers 

of filters and 'relu' as the activation function. The pooling layer with a pool size of 8 follows it. We have created a fully 

connected layer using the 256 'dense' layers. The final output ‘dense’ layer used the ‘softmax’ activation function with six 

nodes. 
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Proposed CNN-LSTM Model: CNN-LSTM is a hybrid deep learning (HDL) model that combines CNN and LSTM layers 

(Aksan et al., 2023; Kim et al., 2013; Tasdelen & Sen, 2021). In this hybrid model, the CNN layer extracts features from 

the input data, and then CNN output is fed to the LSTM layer as input data to provide sequence prediction (Tasdelen & Sen, 

2021).  This helps the LSTM to get features from the input data that CNN has recognized. The CNN-LSTM can be applied 

for activity recognition, image, and video labeling.  

The proposed CNN-LSTM model integrated several layers. Initially, we use two convolutional layers with the 

‘relu’ activation function and with 64 and 128 numbers of neurons, respectively. This is followed by the max-pooling layer 

with a pool size of 4 and the dropout layer. After this, another convolutional layer with the activation function relu was built, 

followed by the max-pooling and dropout layers. LSTM layer is used with 100 neurons followed by a dropout layer. The 

final output ‘dense’ layer uses 6 neurons with a ‘softmax’ activation function. As the optimizer, ‘Adam’ with a learning rate 

of 0.001 and the 'categorical_crossentropy' loss function has been used. The structure of the CNN-LSTM model is shown 

in Figure 3. 

The proposed CNN-LSTM structure of the layer can be described as follows: Con1D layer (filters:64, filter size:10, 

relu activation) + conv1D layer (filters:128, filter size:10, relu activation) + maxpooling1D ( polling size:4) + dropout (0.4) 

+ conv1D layer (filters:128, filter size:10, relu activation) + maxpooling1D ( polling size:4) + dropout (0.4) + LSTM layer 

(neurons: 100) + dropout (0.4) + dense layer (neurons: 6, softmax activation). 
 

 
Figure 3. The structure of the proposed CNN-LSTM model 

 

RESULTS AND DISCUSSIONS 

Both the Assamese and RAVDESS databases are divided into training and testing samples. Out of these samples, 80% of 

data are used for training, and 20% of data are used for testing purposes. 

The individual performances of each feature category have been constructed, and the accuracy values obtained 

with different classifiers are shown in Table 2. The overall comparison of accuracies is depicted in Figure 4 for the entire 

classification model, in which the classification accuracy of the CNN-LSTM model is better compared to the other 

classification models. The results are presented in terms of accuracy (Eq.(2)), recall (Eq. (3)), precision (Eq.(4)), and F-

measure (Eq. (5)) (Hizlisoy et al., 2021). The value of accuracy is calculated using the equation as defined in Eq. (2). 

 

Accuracy= (True Positive+True Negative)/(True Positive+True Negative+False Positive+False Negative)  ----------- (2) 

 

Table 2. Emotion recognition accuracy of different classifiers 

 
Sl No.  Classifiers Accuracy in % for Assamese dataset Accuracy in % for RAVDESS Song dataset 

1 Decision Tree 72.50 60.59 

2 KNeighbors 65.00 78.33 

3 Random Forest 82.50 81.28 

4 LSTM 77.50 81.77 

5 MLP 80.00 82.76 

6 CNN 82.50 87.68 

7 CNN-LSTM 85.00 89.66 

 

 
Figure 4. Overall classification accuracy 
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The confusion matrix of emotion recognition with CNN-LSTM classifiers are depicted in Table 3. The confusion 

matrix shows how the results of the classification model are distributed over the whole sets of emotion classes. The matrix 

evaluates the performance of a classification model. For example, in Table 3, in the third row, 42 samples belong to the 

target class happy. Out of which, 38 samples are correctly classified by the model and 4 samples are misclassified as calm. 

Therefore the classification accuracy for that particular emotion is 90.48%. This percentage is known as recall value. 

 

Recall= 
True Positive

True Positive+False Negative
  -------------------------- (3) 

 

Similarly, in Table 4, in the fourth column, out of 9 samples, 8 samples correctly belong to the target class sad, and 

1 sample is misclassified as calm. Thus the percentage of the correctly classified sample is 88.89%. This value is called the 

precision value. 

 

Precision= 
True Positive

True Positive+False Positive
  ------------------------ (4) 

 

F-measure is the harmonic mean of precision and recall value and provides a test model's accuracy. It combines 

precision and recall into a single value representing both properties. If the value of precision and recall is 1, then this gives 

a best F-measure score of 1. 
 

F-measure= 
2 ×precision ×recall

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 --------------------------------- (5) 

 

Based on the confusion matrix in Table 3 and Table 4, a set of evaluation measures have been calculated, as shown in Table 5 

and Table 6. 

 

Table 3. Confusion matrix for RAVDESS song dataset using CNN-LSTM classifier 

 
 

 

 

 

 

 

 

Table 4. Confusion matrix for Assamese song dataset using CNN-LSTM classifier  

 
 

 

 

 

 

 

For the RAVDESS song dataset, the CNN-LSTM model trained with 281,286 parameters and with 200 epochs has shown 

an accuracy of 89.66%. The model accuracy with CNN-LSTM classifiers and the corresponding model loss is shown in 

Figure 5 

 
 

Figure 5. Model accuracy and the corresponding model loss for the RAVDESS dataset using CNN-LSTM classifier 

 

For the Assamese dataset, the CNN-LSTM model trained with 338,724 parameters and with 100 epochs has shown an 

accuracy of 85.00%. The model accuracy with CNN-LSTM classifiers and the corresponding model loss is shown in Figure 

6. 

Emotions Neutral Calm Happy Sad Angry Fearful 

Neutral 25 0 0 0 0 0 

Calm 0 28 0 0 0 0 

Happy 0 4 38 0 0 0 

Sad 0 0 1 23 0 4 

Angry 0 0 0 0 41 3 

Fearful 0 1 0 5 3 27 

Emotions Calm Happy Neutral Sad 

Calm 10 4 0 1 

Happy 1 6 0 0 

Neutral 0 0 10 0 

Sad 0 0 0 8 
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Figure 6. Model accuracy and the corresponding model loss for the Assamese dataset using CNN-LSTM classifier 

 

Table 5.  Evaluation measures for RAVDESS song dataset using CNN-LSTM classifier   
 

 

 

 

 

 

 

 

 

Table 6.  Evaluation measures for Assamese song dataset using CNN-LSTM classifier 
 

 

 

 

 

 

 

The emotion detection of song samples using the RAVDESS song dataset is shown in Figure 7, and the Assamese 

dataset is shown in Figure 8 using CNN-LSTM. The line graph for emotion detection with different classifiers using the 

RAVDESS song dataset is shown in Figure 9, and the Assamese dataset is shown in Figure 10.  A comparative analysis is 

done with the proposed work and some of the research papers on music emotion recognition, tabulated in Table 7. 
 

 
 

Figure 7. Emotion detection with CNN-LSTM classifier for RAVDESS dataset 

 

Evaluation Measure/ Emotion Precision Recall F-Measure 

Neutral 1.00 1.00 1.00 

Calm 0.85 1.00 0.92 

Happy 0.97 0.90 0.94 

Sad 0.82 0.82 0.82 

Angry 0.93 0.93 0.93 

Fearful 0.79 0.75 0.77 

Evaluation Measure/ Emotion Precision Recall F-Measure 

Calm 0.91 0.67 0.77 

Happy 0.60 0.86 0.71 

Neutral 1.00 1.00 1.00 

Sad 0.89 1.00 0.94 
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Figure 8. Emotion detection with CNN-LSTM classifier for Assamese dataset 
 

 
 

Figure 9. Emotion detection with different classifiers for the RAVDESS dataset 

 

 
 

Figure 10. Emotion detection with different classifiers for the Assamese dataset 
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Table 7. Some of the significant works on music emotion recognition 

 
Reference paper       Database Emotion model Number of emotions 

/approach     

Methods (Features and 

Classifiers) 

Best result  

(Accuracy in %) 

Proposed MER model RAVDEES song 

database 
 

 

Assamese song 
database 

Categorical 

 
 

 

Categorical 

neutral, calm, happy, 

sad, angry, fearful 
 

 

calm, happy, neutral,  
sad 

MFCC, mel spectrogram, and 

chroma; decision tree, random 
forest, multi-layer perceptron 

(MLP), k-nearest neighbours, 

LSTM, CNN, CNN-LSTM 

89.66 

 
 

 

85.00 

Han et al. (2023) 

 

Soundtrack Dimensional valence and arousal 1D-CNN based on the optimized 

inception –GRU residual 
structure, SVM 

84.27 

He and Ferguson (2022) 

 

PMEmo and AllMusic Dimensional valence and arousal Bidirectional-LSTM (BiLSTM) 79.01 (valence) 

83.62 (arousal) 

Er and Esin (2021) Turkish music dataset Categorical Happy, sad, angry, 
relax 

SVM, KNN, and ANN; RMS 
energy, tempo, spectrum 

centroid, spectral entropy, ZCR, 

MFCC, chroma 

79.30 

Yang (2021) 

 

MediaEval Emotion in 
Music (MEM) 

Dimensional valence and arousal Artificial Bee Colony (ABC) 
algorithm; RMSE, MAE, and R2 

MAE: 
Valence=0.8872 

Arousal=0.9156 

Hizlisoy et al. (2021) Turkish Emotional 
Music Database 

Dimensional valence and arousal KNN, RF, SVM; LSTM+DNN 99.19 

De Benito-Gorron et al. 

(2019) 

Google Audioset - - Mel spectrum/mel spectrogram, 

CNN-LSTM 

84.20 

Zhang et al. (2016) 

 

APM music database Categorical happy, sad, fear, 
relax 

MFCC, RMS energy, zero 
crossing rate (ZCR), 

fundamental frequency F0; 

random forest 

83.29 

Jamdar et al. (2015) 

 

 last.fm website 

(a popular social 

musical discovery 

website) 

Categorical calm, energetic, 

dance, happy, sad, 

romantic, seductive, 

hopeful, angry 

 

Enery, tempo, danceability; k-

nearest neighbors 

83.40 

 

CONCLUSIONS 

This research work proposed a hybrid deep learning CNN-LSTM model to identify music emotion and compare its 

performance with other classifiers to predict the music emotion in Assamese and RAVDESS song databases. This research 

first classifies the features of music in a combined form for emotion classification, and a total of 180 features are extracted 

using MFCC, mel spectrogram, and chroma features. Secondly, combined 1D-CNN and bidirectional LSTM neural network 

models are constructed to verify the recognition results of the databases. Finally, the evaluation measure is performed in 

terms of precision, recall, and f-measure, and it is observed that, in terms of performance evaluation, the proposed CNN-

LSTM model can be employed to achieve better results in recognizing music emotions for both the Assamese and 

RAVDESS song databases compared to other models. In this study, introducing a new Assamese song dataset deep learning 

algorithm and identifying relevant features of MER enhance the theoretical contributions to the MER literature. Regarding 

practical implications, the MER studies highlight its ability to recognize and respond to a listener's emotional state, offering 

significant support for both music recommender systems and mental health applications. In the future, the model's accuracy 

can be further enhanced by choosing relevant features and investigating new classification models that can perform 

effectively in all evaluation metrics. We will also study the performance of the proposed model with different emotional 

music databases. 
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